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Cancer immunotherapy has become a principal pillar of treatment for several cancer types over the past few decades because of its fewer
side effects and long-term and wide-ranging anti-cancer effects, and is being optimized for combinations with immune checkpoint inhibitors
and other therapies including neoantigen-based cancer vaccines. Artificial Intelligence (Al) is a key tool for dramatically reducing the
development costs of cancer vaccines through predicting immunogenic neo-peptide candidates. There are technical limitations such as lack of
true immunogenic peptide data and the peptide length variability in constructing a reliable predictive model. In order to overcoming these
huddles, here, we present a self-supervised transfer learning-based Al platform to provide user-specific models for predicting immunogenic

neo-peptides.
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