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Motivation

• Drug-Induced Liver Injury (DILI) is a major hurdle in drug development.

• Underlying mechanisms of DILI are mostly veiled despite great efforts of in vivo and in vitro

experimental procedures of clinical trials

• Currently available in silico methods neither show high performance nor suggest important chemical

substructures

Object

• To develop a highly accurate DILI prediction method.

• To characterize important structural alerts (SAs)

Introduction

DILI Data Sets
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Results

1. Performance: significant improvement in accuracy
• Comparison to previous methods:

- DILI prediction tools

- State-of-the-art GNN methods

• Supervision and pruning highly 

improve the performance

• Varying the length of 

random walk

• Varying the rate of 

updating graph transitions

non-toxic (1 / 102) toxic (9 / 78)

SMILES S(=O)=O

F(NonTox) 1.0%

F(Tox) 11.5%

Entropy 0.396

Subgraph

(SMILES)

Training data Validation data

F(NT) F(T) F(NT) F(T)

cNcc

-

0.090 0.011 0.064

cNc 0.090 0.011 0.064

NS=O 0.077 0.034 0.106

Cco 0.064 - 0.074

C=NN 0.051 - -

cCS 0.038 - 0.021

nCO 0.038 0.034 0.085

cnCO 0.038 0.034 0.085

CNO 0.026 0.011 0.011

C#N 0.026 0.023 0.011

• Example SA ‘S(=O)=O’ over-represented in toxic drugs

• Top 10 SAs enriched to toxic drugs

• Augmentation of subgraphs

• Invariance of subgraphs to molecular properties

Stepwise Subgraph Pruning
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• Pruning subgraphs

Methods 

Overview of our approach

Category Name
Class labels

Total
Toxic Non-Toxic

Training

NCTR 78 102 180

Combined 232 228 460

Liew 648 417 1,065

DILIst 720 438 1,158

Validation

NCTR 97 87 181

Combined 113 83 196

Liew 70 49 119

Greene 208 109 317

Xu 127 106 233 training validation

Subgraph generation: cholesterol as an example

DILI data

• Most data sets were retrieved from JCIM, 20151

• DILIst data from US FDA was also used as training data2

Node # Subgraph SMILES

1 CCC[C@H](C)C

2 CCC[C@H](C)C

3 CCC

4 CCCC

…

27 CC(C)CCC

28 CC[C@@](C)(C)C

Repetition of the process 

over all the nodes in a graph

Random Walk Aggregate
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Supervised Random Walk for chemical subgraph generation

cholesterol

2. Identification of structural alerts (SAs) of DILI


