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ABSTRACT
In recent years, classifying deep learning-based malicious network traffic is actively studied. Malicious network traffic classification has a problem of wasting time by learning meaningless features due to a large number of traffic and high-dimensional features. In this paper, we propose a technique for feature extraction by using AutoEncoder and classifying malicious network traffic through a random forest classifier. This technique reduces the time and spatial complexity required in an intrusion detection system by extracting features from high-dimensional data. To evaluate this technique, the performance of proposed AE-RF and Single-RF classifiers is measured for Accuracy, Precision, Recall and F-Score with the CICIDS 2017 data set. The evaluation shows that the proposed AE-RF achieves an accuracy of 98% or more, which shows excellent performance and detection speed.
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1 INTRODUCTION
Recently, COVID-19 made it necessary to adopt telecommuting to continue running services and businesses globally. At this point, the mobile office and telecommuting concept allows employees to access the corporate network and who need to share sensitive information via mobile or computer networks to access the corporate network. Because a large amount of confidential information must be shared through a network by the activation of a remote operation mechanism, network security that is vulnerable to cyber attacks needs to be further strengthened.

Recently, as machine learning technology matures, research on classifying malicious traffic based on machine learning is being activated. Malicious traffic is classified by learning traffic characteristics with classifiers such as CNN[1] and Random Forest[3]. However, these techniques have a problem that time consuming due to data imbalance and unnecessary learning due to a large number of traffic and high-dimensional features collected in the network intrusion detection system. In order to reduce such data imbalance and waste of time, feature extraction is necessary[4].

In this paper, we propose AutoEncoder based feature extraction technique for classifying malicious network traffic through a random forest classifier. To evaluate this technique, we use CICIDS2017, a benchmarking dataset built out of 11 evaluation criteria[9]. The accuracy of the proposed AutoEncoder based random forest technique was 98%, showing excellent performance.

2 Related Work
Recently, as machine learning matures, machine learning-based research is being activated in anomaly detection-based intrusion detection systems. The paper[3] efficiently detects application layer DoS attacks by using the random forest algorithm for DoS attack detection. In this paper, the 500 trees were used to improve accuracy while lowering the false positive rate. However, as the number of trees increases, time and resources are more wasted. Feature extraction or dimensionality reduction is needed to reduce the time used to test the random forest. The paper[4] compares feature extraction techniques for high-dimensional data that are difficult to analyze. Among the introduced techniques, AutoEncoder showed that it can reduce the time and spatial complexity of the intrusion detection system by extracting meaningful features. The paper[5-7] extracts features based on Auto-encoder and classifies malicious traffic through machine learning, but does not measure performance based on Random Forest, which has very good performance. In this paper,
we propose a method of extracting features based on AutoEncoder and classifying malicious traffic through a random forest classifier.

3 AutoEncoder based Feature Extraction for Malicious Traffic Detection
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Figure 1. Architecture of AutoEncoder based Random Forest

3.1 AutoEncoder based Feature Extraction

In this paper, we use AutoEncoder, a deep learning algorithm to reduce dimensions of high-dimensional features to low-dimensional features. As shown in Figure 1, AutoEncoder is composed of Input Layer, Hidden Layer, and Output Layer, and is a self-supervised neural network. The self-supervised neural network is a methodology to improve understanding data itself by solving a predefined problem using data without labels. AutoEncoder is composed of encoder and decoder which has symmetric hidden layers. In case of the encoder, it is structured to reduce the dimension gradually. In case of decoder, the dimension reduced by the encoder is gradually expanded. AutoEncoder creates an encoder model through self-supervised learning that makes that input and output are the same without a label. This encoder is responsible for extracting features. In this study, features are extracted using the only encoder among AutoEncoders. The extracted features classify malicious traffic through a machine learning classifier.

3.2 Random Forest-based Malicious Traffic Classification

In this paper, we use a random forest, a representative machine learning algorithm for classification based on the extracted low-dimensional features. Random forest is an algorithm that uses an ensemble learning technique that generates several decision trees and predicts the class that has received the most selection among the predicted values in each tree. The random forest uses the bagging method to generate each decision tree. Bagging (bootstrap aggregation) generates a classifier by randomly and repeatedly extracting samples of the same size from a training dataset and applying an algorithm for each. Also, each branch of the tree uses a different subset of features, because each node uses only a subset of the features. These 2 mechanisms combine to make all the trees in a random forest different. Therefore, the random forest can be said to be an algorithm suitable for generalization by preventing overfitting.

4 Evaluation

To evaluate this technique, we use the CICIDS2017 dataset, which contains the latest attack and sparse classes, and the results of network traffic analysis[9]. This dataset comprises over 80% of normal traffic and 12 lastest attack traffic. These dataset include the most modern and common attacks such as Brute Force FTP, Brute Force SSH, DoS, DDoS, Heartbleed, Web Attack, Infiltration, and Botnet. At this time, Infiltration and Heartbleed are rare classes that occupy less than 0.01% of the total data set. The number of features in the CICIDS2017 dataset is 77.

In the proposed technique, the number of hidden layers and neurons are adjusted to find optimal deep learning and machine learning models. In case of AutoEncoder, the batch size is set to 154, the learning rate is 0.001, and Epoch is set to 100 times. In case of a random forest, n_estimators, which means the number of decision trees, was set to 500. In Deep Neural Network, we can see the difference performance according to the number of hidden layers and the number of neurons in each layer. If the number of layers is too few, overfitting may occur, but if the number of layers is too many, the computing time will be too long. In the experiments, the 64 dimension was obtained with the best performance, so the number of layers in AutoEncoder is set to 64, and the number of neurons in each layer is set to [77, 64, 49, 36, 25, 16].

<table>
<thead>
<tr>
<th>Model</th>
<th>Encoder Structure</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Score</th>
<th>Train time(s)</th>
<th>Test time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single RF</td>
<td>[77, 64]</td>
<td>98.94</td>
<td>99</td>
<td>98.49</td>
<td>98.48</td>
<td>338.37</td>
<td>11.13</td>
</tr>
<tr>
<td>AE_RF</td>
<td>[77, 64, 49]</td>
<td>98.94</td>
<td>99</td>
<td>98.49</td>
<td>98.48</td>
<td>912.43</td>
<td>16.86</td>
</tr>
<tr>
<td></td>
<td>[77, 64, 49, 36]</td>
<td>98.74</td>
<td>99</td>
<td>98.49</td>
<td>98.48</td>
<td>863.78</td>
<td>19.9</td>
</tr>
<tr>
<td></td>
<td>[77, 64, 49, 36, 25]</td>
<td>98.84</td>
<td>99</td>
<td>98.49</td>
<td>98.48</td>
<td>609.72</td>
<td>20.1</td>
</tr>
</tbody>
</table>

Table 1: Performance Evaluation According to Model
hidden layers is small and the number of neurons in each layer is insufficient, high-dimensional features cannot be extracted effectively. Table 1 compares the performance and AutoEncoder learning time and compression time when different numbers of hidden layers are applied. As a result of the experiment, the deeper the network we apply, the longer the learning time of the random forest and the final classification time we take. In this experiment, the performance of the AE_RF[77, 64, 49, 36, 25, 16] model was the best, and the training time and test time were not slow compared to single RF.

5 CONCLUSIONS
In this paper, we propose a technique that extracts features based on AutoEncoder and classifies malicious network traffic through a random forest classifier. The evaluation results show that the accuracy of the proposed AE_RF is 0.55% higher than that of Single RF. This technique was able to reduce the time and spatial complexity required in the intrusion detection system while maintaining high performance by extracting features from high-dimensional data. However, since the performance of the random forest technique was very high, it was difficult to make a clear comparison. In the future AutoEncoder-based feature extraction will be performed for the CNN classifier.
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