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요 약  

Generating an averaged feature vectors on the unseen video is intuitive way for zero-shot learning, but it crushes 

temporal organization in a video. To address this problem, we propose the new paradigm, which generate not a 

averaged feature, but features for each video. Our networks is composed of three modules, attribute encoder, 

generator and two discriminator.  

 

Ⅰ. 서 론  

Recently, Zero-shot Learning has been a popular 

topic in computer science due to it is a more practical 

scenario. In detail, the Zero-shot Learning scenario is 

to classify unseen classes which are not included in 

the training dataset. In zero-shot image classification, 

feature generating for training unseen classes is 

considered a powerful but simple approach. 

Similarly, in zero-shot action recognition, existing 

methods[1,2,3] synthesize a single feature even 

though the video has temporal information. So we 

propose a new novel approach to generate multiple 

features for a video. Our network is composed of 

three modules, attribute encoder, generator, and two 

discriminators. 

 

Ⅱ. 본론  

For generating multiple features from a single latent 

vector and attribute, we first design an attribute 

encoder. By using Recurrent Neural Networks, the 

encoder can increase the number of features. Also, 

For ensuring diversity of latent space, we utilize the 

re-parametrization trick with KL divergence. It helps 

to augment condition and latent by sampling from the 

gaussian distribution. 

Our network is based on Generative Adversarial 

Networks(GAN). The proposed network has a 

generator and discriminator. It is enough for existing 

methods because they generate a single feature from 

a condition. However, we aim to generate multiple 

features. Therefore, the network should consider the 

nature of temporal flow among generated features. 

For achieving the goal, we propose a new 

discriminator to scrutinize whole features.  

We evaluate our proposed networks by the GZSL 

metric[5], which is the harmonic mean of the 

accuracy of seen actions and unseen actions. We set a 

baseline as f-CLSWGAN[6] with adaption from image 

classification to action recognition. This represents 

the model which generates an averaged feature. 

Though baseline records 31.4±3.2, our full model, 

which contains the attribute encoder and two 

discriminators, achieves the superior performance by 

35.1±3.2. 

 

Ⅲ. 결론  

Through several experiments, we verified 

effectiveness of a sequence generative approach. Also, 

we conclude that sequence generating with enough 

fidelity could outperform than averaged feature 

generating.  
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