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요 약  
Training a deep learning model from scratch significantly benefits from high resolution images. However, when 

using transfer learning, the higher resolution does not necessarily offer better performance and the model achieves 

better test accuracies on smaller images. The advantage of the smaller size is that it allows vast batch sizes during 

training, which can reduce model’s training time. Therefore, in this study we have analyzed varying batch sizes 

when using a pre-trained MobileNetV2 model for classification task. We have performed our experiments on CIFAR 

10 and CIFAR 100 datasets and the images are resized to 160x160. Our results have shown that the same or even 

improved accuracy can be achieved with less number of epochs when using larger batch size. For example, in the 

case of CIFAR10, there is no significant difference in the accuracy while in the case of CIFAR100 for batch size 

512, there is a 2% improvement in the accuracy. 

 

I. Introduction  

Transfer learning (TL) is a machine learning method 

where what has been learned in one problem domain is 

repurposed to improve generalization in another related 

problem domain [1]. Usually, it is hard to get a dataset 

of sufficient size, e.g., medical image datasets, to train 

a network from scratch with random initialization. In 

such scenarios, TL improves the performance of a 

model through the transfer of knowledge and allows 

rapid progress. There are two main approaches of TL 

[2]. The first is to retrain only the classifier of the pre-

trained model on the new dataset while its convolution 

network (ConvNet) is used as a fixed feature extractor. 

This approach is faster as only the classifier is trained. 

Alternatively, the second approach is to not only retrain 

the classifier but fine-tune the ConvNet on the new 

dataset as well. Fine-tuning a pre-trained CNN on the 

target data can significantly improve the performance 

of the model. However, when overfitting is of concern 

(e.g., when the new dataset is small), only a part of the 

ConvNet can be fine-tuned. 

Transfer learning boosts the performance of a 

learning algorithm significantly; however, the pre-

trained networks have certain constraints in terms of 

their architecture. For example, due to the wide 

availability of color images, the state-of-the-art pre-

trained models are trained on color images. [3] has 

shown how to run pre-trained color image models on 

grayscale images. Their analysis has shown that 

comparable classification accuracy can be achieved 

when using grayscale images. The second challenge is 

that the available pre-trained models are trained for a 

specific input size. Therefore, require resizing the input 

images of different sizes.  

The selection of optimal hyperparameter for training 

a deep learning model can avoid unnecessary 

computation [4]. The literature covers in detail the 

hyperparameter selection, e.g., image resolution, batch 

size, etc., when training neural networks from scratch. 

However, fewer studies have covered the selection of 

hyperparameter for transfer learning, e.g., [4] studied 

the momentum and [5] proposed Bayesian optimization 

to select learning rate for transfer learning. [6] studied 

the selection of optimal image resolution when fine-

tuning a neural network. Their results have shown that 

the pre-trained models can achieve better accuracy on 

smaller size images. The smaller resolution of images 

can allow the use of larger batch sizes, which can 

reduce the training time. Therefore, in this work we 

have analyzed varying batch sizes when fine-tuning 

pre-trained MobileNetV2 model for classification task. 

Ⅱ. Methods 

MobileNetV2 [7] is a deep learning model for 

classification, detection and segmentation tasks. The 

model is suitable to run on low computational devices 

such as mobile devices, thanks to its smaller number of 

parameters. The model uses separable convolution as 

efficient building blocks as its predecessors, but with 

two new features: linear bottlenecks between the 

layers and shortcut connections between the 

bottlenecks. The pre-trained MobileNetV2 comes with 

weights for five input image sizes (96, 128, 160, 192 

and 224). When training MobileNetV2 model on 

ImageNet datasets from scratch, larger image sizes 

offer better performance. However, [6] has shown the 

contrast that when fine-tuning the pre-trained model 

for the classification of the CIFAR datasets, the model 



has better performance for image size of 1602. 

Therefore, in our experiments we have used the pre-

trained weights for input size of 160. 

In our experiments, we have used the pre-trained 

MobileNetV2 model to classify CIFAR10 and CIFAR100 

datasets [7]. In order to benefit from fine-tuning, we 

have initialized the ConvNet of the model with the pre-

trained weights of MobileNetV2 and added a classifier 

on top of it as in [6]. The classifier has a global 

average-pooling layer followed by a drop out layer with 

ratio set to 0.5. The final layer is a dense layer and the 

number of nodes in the layer is equal to the number of 

classes in a dataset. We have perform our training in 

two stages: first, we have only retrain the classifier for 

20 epochs. The initial learning rate was set to 10-2. The 

learning was decremented by a factor of 10 when the 

validation accuracy stops improving. Fine-tuning a 

pre-trained CNN on the target data can significantly 

improve the performance of the model. Therefore, in 

the second stage of training, we have fine-tuned the 

whole network. The trained classifier from the previous 

stage and all the layers in the feature extractor were 

fine-tuned as well for 100 epochs. In the second stage, 

the initial learning rate was set to 10-4 be with a 

decrement factor of 10, in case the validation accuracy 

stops improving. In addition, to prevent the network 

from overfitting we have set early stopping criteria 

based on validation accuracy. During training, we have 

evaluated five batch sizes: 32, 64, 128, 256 and 512.  

Ⅲ. Results and Discussion  

In the simulations, we have used the MobileNetV2 

pre-trained model as a classifier with the pre-trained 

weights for image resolution of 160x160. The 

experiments have been performed on the widely used 

CIFAR10 and CIFAR100 datasets [8]. The datasets 

consists of color images with resolution of 32x32. In 

our experiments, we have resized the images to 

160x160 in order to be same as the network input size. 

Both datasets have 60k images with 50k training 

images and 10k test images. CIFAR10 has 10 classes 

and 6k images per class, while CIFAR100 has 100 

classes and 600 images per class. In experiments, we 

have used 10% of training images as validation images.  

To demonstrate the relationship between the batch 

size and classification accuracy, we have considered 

five batch sizes (32, 64, 128, 256 and 512) as shown in 

Fig. 1. We have plotted the validation accuracy as a 

function of the number of epochs for CIFAR10 in Fig. 1. 

(a) and CIFAR100 in Fig. 1. (b). It can be seen that 

varying batch sizes requires different number of epochs 

shown by the circle on the end of the line. The larger 

batch size requires fewer numbers of epochs than the 

smaller batch sizes. The abrupt change in the accuracy 

is the result of the learning rate decay. For CIFAR10, 

there is no significant difference in the accuracy for 

varying batch sizes. However, in the case of CIFAR100 

for batch size 512, there is a 2% improvement in the 

accuracy. In addition, the benefits of the transfer 

learning can also be observed during training as the 

model starts with a better accuracy. We have 

summarized the achieved accuracy of MobileNetV2 on 

the CIFAR datasets for different batch sizes in Table I. 

IV. Conclusion 

The selection of optimal hyperparameter for training 

a deep learning model can avoid unnecessary 

computation. The literature extensively convers 

hyperparameter selection when training neural 

networks from scratch. However, there are few studies 

that cover the hyperparameter for transfer learning. 

Therefore, in this study we have analyzed various batch 

sizes for fine-tuning a pre-trained model. Our results 

have shown that the same accuracy can be achieved in 

fewer numbers of epochs with larger batch sizes. 
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Fig. 1. Validation accuracy of pre-trained MobileNetV2 on (a) 

CIFAR10 and (b) CIFAR100 for different batch sizes. 
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