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Abstract—This work aims to reduce transaction time by integrating the mining process with the sending of transactions to reduce overall transaction time. This work also decreased the overhead of mining in a private network, by reducing the production of empty blocks in the network which saves energy, storage space, network bandwidth and computational complexity. We proposed an Auto Integrated Mining (AIM) algorithm which starts the mining process only when there is at least one pending transaction in the network, and stops mining as soon as the pending transactions are mined. The results show that the AIM algorithm reduced the number of mined blocks in a 12 hour period by producing only 24% of the original number of blocks. The proposed algorithm is also able to reduce the storage used to save chain data by 16%. The experiment shows that the mining latency of AIM varied between 200-650ms when the number of pending transactions was between 1-1,000, and had a latency between 350-1,350ms when there were 1,000-10,000 pending transactions in the private blockchain network.

Index Terms—Auto integrated mining (AIM), Blockchain, low latency, real time, storage efficiency, wireless network.

I. INTRODUCTION

The growing connectivity of things has disrupted many areas of the society from security to financial transactions to communication etc [1], [2]. This level of disruption is further amplified by the Internet of Things (IoT). For new network technologies to penetrate into all kinds of devices, its energy, security, and computational (e.g. storage, and processing) features should be efficient. Blockchain inherently has security as its feature, but energy and computation requirements limits its adoptability.

The energy needed for mining is significant especially for a Proof of Work (PoW) consensus. Although it is one of the most secure and popular consensus algorithms, its energy requirement is making it less attractive, hence making other consensus algorithms with less decentralization to be considered in both permissioned and permissionless blockchain networks. But energy consumption is not the only problem associated with mining, it is also computationally intensive. The computation requirement during the mining process can overwhelm many computers. Also, if a network has low transaction traffic, the continuous mining operation is just a waste of energy, computation, bandwidth, and storage space by mining empty blocks. The downloading of empty blocks affects network bandwidth negatively. These limitations further make scalability another hindrance to blockchain adoption.

Authors in [3] identified decentralized systems’ biggest issue to be scalability causing its lag in adoption compared to centralized systems. Their work proposed a theoretical scalable blockchain technology solution. An InterPlanetary File System (IPFS) distributed storage system is used to increase throughput and to avoid the storing liability. By using the dual-blockchain method, the reference of the main block is put in place of the original block, which serves as the main feature of the blockchain. The result shows a 25.8 time increase in throughput and about 1685 times decrease in ledger size in comparison with the Bitcoin Core. Energy consumption is one of the biggest problems associated with blockchain mining especially in PoW consensus algorithms. The authors in [4] considered how to reduce energy consumption in mining of cryptocurrencies. They stated that energy consumption for blockchain mining should be deemed as an opportunity for renewable energy sources. However, energy efficiency is important, not minding whether the source of energy is renewable or not. In article [5], the authors used PoW with a static low difficulty setting to achieve low transaction time. In their paper, they proposed an artificial intelligence based face recognition. They used edge computing to reduce latency which achieved 33-39 milliseconds latency.

Summarized below are the main contributions of this paper: This letter proposed an integrated mining technique, which combines the sending process of transaction with mining, to improve latency. An Auto Integrated Mining (AIM) algorithm was proposed to save energy, computation, storage space and network bandwidth. Also, there is real world implementation of the proposed AIM model.

The remaining parts of this work are organized as follows. Section II presents the blockchain preliminaries and problem formulation. The proposed AIM model is presented in Section III. After that, the experimental results and analysis of the proposed model is presented in Section IV. Finally, the conclusion is presented in Section V.

II. PRELIMINARIES AND PROBLEM FORMULATION

A. Preliminaries

Blockchain transactions follow five steps of processes to complete a transaction [6] as shown in Fig. 1. The five steps are as follows:
1 Send transaction: The sender initiates the transaction request to send a certain information to the receiver.

2 Blockchain network broadcast: After sending a transaction, it is broadcast so that all available miners in the network has the ability to mine this pending transaction.

3 Mining: Available miners compete to mine pending transactions by completing the requirement of the consensus algorithm and including the transaction in a new block.

4 Committing transaction to block: Mined transactions are included into the blockchain ledger in the last block on the blockchain network. The block is downloaded by all capable nodes in the network.

5 End transaction: The sent transaction reflects in the receiver account and the transaction is ended.

B. Problem formulation

The current blockchain sends transactions and broadcasts it into the network before it is mined. Some amount of delay is introduced between the time of sending transaction, broadcasting and mining by one of the miners. The problem of mining time and how it affects a network speed has also been explored by Shisheng et al in [7]. The proposed integrated model combines the transaction sending and mining process as shown in Fig. 2, thereby eliminating the delays associated with broadcasting the transactions. To the best of our knowledge there is no previous work that has explored an integrated mining technique. We have explored the concept of auto mining in our previous work [8] However there was no explanation on the principle of its workings and analysis of its results.

Another limitation of the current blockchain network is that the miners mine new blocks continuously in the network, whether or not there are available pending transactions. This creates unnecessary computational overhead and energy consumption during such mining. Also, the bandwidth of the network is used to transmit information of mined blocks to all the nodes in the network. Even though the mined blocks are empty and consume minimal storage, over an extended period of time they will occupy significant storage space. The proposed AIM architecture starts the mining once a transaction is initiated and stops the mining as soon as the transaction has been successfully mined as illustrated in Fig. 3. Thereby preventing the use of unnecessary bandwidth and storage.

III. System Model

This section presents the assumptions and formulation of the proposed AIM architecture. Some simple mathematical expressions are also used to illustrate the features of this proposed model.

A. Assumptions

The proposed model can only work efficiently when these assumptions below are met.

- **Assumption 1: All the nodes in the network can mine.** Private blockchain networks for offices, institutions, and companies are usually dominated by personal computers and server computers which are very capable to handle mining operations. However in some cases, less capable computers are used for IoT operations like surveillance of the environment and actuation in the industries. We considered Jetson Nano to be the smallest device to participate in our network, which was able to handle the mining operation in the network.

- **Assumption 2: The network is not constantly having a transaction to mine.** A private network is expected to have periods of frequent transactions and periods of little or no transactions. Transactions will be frequent when...
there are many active users of the network, like during
the working hours. However, at night there may be limited
transaction processing in the network.

- **Assumption 3: The mining nodes are the only ini-
thiators of transactions.** It is assumed that accounts like
smart contract do not make transactions on their own,
except prompted by one of the nodes, which will mine
any transaction created with the prompt.

- **Assumption 4: One miner is sufficient to mine trans-
actions.** The consensus algorithm can determine if a
single miner in a network with multiple miners can mine
transactions successfully.

## B. Proposed Model

The system model of our work compressed three entities
(the sender, the node, and the miner) into one entity, referred
to as node throughout in this paper.

1) **Integrating sending and mining process:** The motive of
integrating the process of sending and mining transaction is to
minimize time spent before a transaction is included into the
blockchain. Transaction time \( T_i \) is expressed as:

\[
T_i = \sum_{i=1}^{n} S_i + D_s + D_{N1} + B_t + D_{N2} + \sum_{j=1}^{m} M_t, \quad (1)
\]

where \( S_i \) is the time for sending a single transaction. \( B_t \) is the
time to broadcast the transaction into the blockchain network.
\( M_t \) is the time for mining an individual transaction. \( T_i \) is the
total time spent between sending and mining a transaction. \( D_s \)
is the system delay, and \( D_{N1} \) and \( D_{N2} \) are network delays
before and after mining respectively.

\[
S_i = \sum_{i=1}^{n} S_i, \quad (2)
\]

\( S_i \) is the time spent to send multiple transactions.

\[
M_t = \sum_{i=1}^{m} M_t, \quad (3)
\]

\( M_t \) is the total time of mining all pending transactions. For
simplicity let \( D_{N1} \) and \( D_{N2} \) be equal.

\[
2D_N = D_{N1} + D_{N2}, \quad (4)
\]

Substituting equations (2), (3), (4) into (1) we have:

\[
T_i = S_i + D_s + B_t + 2D_N + M_t. \quad (5)
\]

By integrating the sending and mining process request in
a single code, \( B_t \) and network delays are eliminated. Hence
equation (5) becomes:

\[
T_i = S_i + D_s + M_t. \quad (6)
\]

\( S_i \) depends on the number of transactions sent and the
capacity of the device used. Hence the delay it introduces
is external to the blockchain network. The actual time a
transaction spends on the blockchain network in our proposed
model are \( D_s \) and \( M_t \).

2) **Auto mining process:** Blockchain networks have at least
one miner working at each point in time to mine all trans-
actions broadcasted into the network. However, this work
proposed an auto mining model by including an instruction to
start mining immediately after the send transaction instruction
in the code. The code ends with a stop mining instruction once
the last pending transaction is mined. Algorithm 1 presents the
pseudo code of the mining process. The AIM implementation
code is developed using JavaScript and can be accessed on
Networked Systems Lab website in [9].

**Algorithm 1:** Auto Mining process

1. Initiate a send transaction from one node to another
2. if check pending transaction > 0 then
3. \( \text{start miner} \)
4. end
5. else
6. \( \text{check pending transaction} == 0 \)
7. \( \text{stop miner} \)
8. end

<table>
<thead>
<tr>
<th>Table I</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Specification of used device.</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Item</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer</td>
<td>Mac Air 2020</td>
</tr>
<tr>
<td>Memory</td>
<td>16Gb RAM</td>
</tr>
<tr>
<td>Storage</td>
<td>1TB</td>
</tr>
<tr>
<td>Processor</td>
<td>M1 (8 core CPU and 8 Core GPU)</td>
</tr>
<tr>
<td>Operating System</td>
<td>macOS Big Sur</td>
</tr>
</tbody>
</table>

3) **Implementation:** This work implemented the AIM sys-

tem model on an Ethereum private network running on a PoW

consensus algorithm. It was run on several machines to test its

versatility. Trials were done in devices including Macbook, 

Windows 10 laptop, and Jetson Nano board, and all gave

successful results. The results used for analysis in this letter
came from a Macbook Air with specifications as shown in

Table I.

## IV. Experiment Results and Analysis

Practical implementation results from real world tests have

been generated. In the data gathering, each parameter setting

is iterated ten times, and the average is calculated as given in
equation (7) used for this analysis.

\[
Y_i = \frac{1}{10} \sum_{j=1}^{10} X_i. \quad (7)
\]

After setting the number of transactions to be performed, we

recorded the number of blocks mined during the transaction,
time to send transaction \( (S_i) \), mining time \( (M_t) \), total trans-
action time \( (T_i) \), and the system delay \( (D_s) \). \( D_s \) is calculated by

rearranging equation (6) to have \( D_s = T_i - (M_t + S_i) \).

We calculated the time for a single transaction for all used

iterations. The iteration was carried out in four stages which are:

single digit number of sent transactions, in tense, in

hundreds, and in thousands. Table II shows the time cost of
Fig. 4. The comparison of sending time ($S_t$ ms) and mining time ($M_t$ ms) against number of transactions (N).

[A] for N ranging from 1 to 10, [B] for N ranging from 10 to 100, [C] for N ranging from 100 to 1000, and [D] for N ranging from 1,000 to 10,000.

each transaction. The single transaction time in table II follows a gradient descent pattern as given by authors in [10].

A. System delay ($D_s$)

The elimination of the broadcast phase has made the time delay between $S_t$ and the $M_t$ process to be minimized. $D_s$ for all experiments below 1000 transactions varies between 5.4 ms and 15.4 ms. From 1,000-10,000 transactions the delay rose gradually from 13.8-105.2 ms. All experiments were conducted 10 times and the average is used for this analysis (See $D_t$ in Table II).

B. Sending time ($S_t$)

In other works, there is no distinction of $S_t$ from $T_t$, everything is usually measured as blockchain transaction time, whereas $S_t$ is sending time in the device. Our experiment t shows that $S_t$ is significant in a transaction. The graphs in Fig 4 (a-d) shows how $S_t$ (Sending time) increase with increase in number of transactions (N). In Table II, the average time cost of a single sending $S_t$ is calculated. It is seen that $S_t$ decrease as N increased from 1 to 200 transactions with least $S_t$ of 1.5ms at 200 transactions. As the number of transaction increase after N = 200, $S_t$ increased.

C. Mining time ($M_t$)

The mining operation mines all the pending transactions in the network. All sent transactions were mined and the average mining time of ten trials of each number of transactions is shown in Fig. 4 (a-d). Mining transactions less than 1,000 transactions have a fluctuating value between 250ms and 660ms. However the $M_t$ increased gradually in a zig-zag manner between 400ms and 1,250ms for N between 1,000 and 10,000. The mining time for a single transaction $M_t$ decreased continuously with increase in N.

D. Transaction time ($T_t$)

The transaction time $T_t$ is the total time spent from start of sending to end of mining operation. Table II shows how sending mining time influences $T_t$ with a smaller number of N, the $M_t$ influenced $T_t$ significantly until an equilibrium point is reached at about 250 N, where both $S_t$ $M_t$ have approximately the same influence. If N is more than 250 transactions, the $S_t$ gradually increases its influence on $T_t$. The value of $T_t$ has a downward trend until N is about 500 and starts an upward trend.

E. Energy and computational complexity

The energy consumption and computational complexity is directly proportional to the mining process, which can be ascertainment by measuring the number of generated blocks. In the course of running the experiment, 270 operations were initialized with a total number transaction (N) of 599,950. A single operation has between 1 and 10,000 transactions ($1 \leq N \leq 10,000$). The operations generated 513 blocks. However, without using AIM model, the network generated 2,138 additional blocks within 12 hours of mining operation,
with no transaction sent for mining, having over 300% block
generation with no extra pending transaction \((N = 0)\) mined.
The genesis block is set to have low difficulty for fast mining
operation.

F. Storage and bandwidth

All the transactions using the AIM model occupied a total of
80.1\(\text{Mb}\) in storage. Without the proposed AIM, the storage
occupied an additional 12.8\(\text{Mb}\) by mining empty blocks that
had no transactions \((N = 0)\) for 12 hours. Since the size of
network storage is directly proportional to the bandwidth
requirement to download a full node, the proposed AIM
reduced bandwidth requirement, at the same rate it reduced
storage.

G. Consensus speed and Scalability

After each transaction is mined it is included in the block
and can be downloaded by other nodes in the blockchain net-
work. Hence, the proposed model has no effect on consensus
speed. Since AIM reduced storage and bandwidth requirement
without negatively affecting consensus, AIM model can be
inferred as scalable with increase in network size.

V. CONCLUSION

This work presented AIM, an automatic integrated mining
for private blockchain networks. The major concept is that the
send transaction request is combined with mining instruction,
which reduces storage, bandwidth, energy and computational
complexity. The approach eliminated broadcast of transactions,
thus making delay between sending and mining transaction
very minimal. The practicability of this model has been
demonstrated by implementing it on a real world private
blockchain network.

In the future, improvements will be made on the model by
proposing solutions that work for all consensus algorithms.
Also future auto mining solutions should be capable of not
requiring every node to be a miner.
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