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Abstract— Wireless communication contains many fluctuations 
than wired networks. In this paper, we present several machine 
learning and deep learning models to predict future network 
throughput, which is crucial for reducing latency in online streaming 
services. This paper explains the main components of the throughput 
prediction system. The throughput prediction model includes data 
input, data training, and prediction computation parts. This model 
accepts network throughput for the training data of the model and 
forecasts future data. We also present the advantages and limitations 
of utilizing AI models for throughput prediction. Finally, we believe 
that this study highlights the impact of deep learning techniques for 
throughput prediction. 
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I.  INTRODUCTION 
Throughput prediction plays an important role in real-time 

video and audio streaming services that require low-latency 
network protocols. For example, the throughput prediction can 
be a solution that can improve quality in video streaming 
applications such as YouTube or NetFlix [1]. Current video 
streaming service determines video quality depending on the 
network quality. Therefore, the throughput prediction is 
required to guarantee stable Quality of Service (QoS) and 
Quality of Experience (QoE). In addition, the throughput 
prediction can assist downloading large files by efficiently 
handling downloads without adding excessive loads in the 
network [2]. Previous throughput estimation methods use 
exponential moving average, arithmetic mean, and the last 
sample. However, these methods cannot lead to accurate 
prediction and thus novel methods are required [3]. 

The throughput in wireless networks quickly fluctuates by 
numerous factors. Wireless networks have many random 
characteristics. Besides, radiowave interference and the number 
of connected users influence the throughput. Therefore, the 
throughput has various factors that are too complicated to find 
relationships using traditional models [4]. In this paper, we 
investigate how machine and deep learning techniques can 
assist precise throughput prediction. Then, we classify some 
literature with the components of a basic throughput prediction 
system. 

II. BACKGROUND 

A. Machine and Deep Learning 
Machine learning has a broad range of applications, 

including search recommendation, text recognition, stock 
forecasting, and so on. Machine learning enables one to learn 
from data by finding patterns and to classify objects or predict 
a value. It also attempts to generate algorithms and models that 
can directly compute data without certain formulas. Current 
machine learning algorithms can be classified into supervised 
learning, unsupervised learning, and reinforcement learning. 
Throughput prediction corresponds to supervised learning 
because it conducts regression tasks from labeled data, which 
correspond to the previous throughput. 

A machine learning algorithm has resolved many problems 
by processing raw data and extracting key features that are 
beneficial to the accurate prediction. For example, in an image 
classification task, edges and corners are mainly extracted as 
features from image pixels. Then, machine learning algorithm 
processes these features to identify the object. However, 
processing these features is complex for high-resolution images, 
and takes considerable time to draw results. Therefore, a deep 
learning algorithm is introduced to solve these complex 
problems. A deep learning model has several layers to extract 
features by learning from the input data. As a result, a deep 
learning algorithm significantly reduces computing time and 
cost and is often used for classification and regression tasks. 

III. THROUGHPUT PREDICTION 
The throughput prediction system consists of three 

components: data collection and preprocessing, data training, 
and data prediction. The data collection obtains cellular data 
through network protocols and elaborates collected data to use 
in the prediction model. The data training creates and updates 
the model from the training process. The data prediction 
estimates values that have not been used for training. This 
system is illustrated in Figure 1. 
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Fig. 1. Components of the throughput prediction system 

A. Data Collection and Preprocessing 
The data collection obtains various data that is divided into 

channel-specific (e.g., channel quality indicator (CQI) [5], 
network-specific (e.g., cell load), application-specific (e.g., 
application throughput), and context-specific (e.g., mobility 
mode). These data are collected from the mobile device using 
its operating system application programming interface (API) 
(e.g., Telephony). To compute the throughput, congestion 
control algorithms are typically used: TCP Reno, TCP Vegas, 
or TCP Cubic [6]. These algorithms compute congestion 
window (CWND), and the throughput can be obtained by 
dividing CWND by round trip time (RTT). 

In the machine or deep learning algorithm, the input data is 
preprocessed before training. Preprocessing includes 
normalization, eliminating outliers, and so on. Normalization 
performs a transformation that subtracts the mean and divides 
by the standard deviation, i.e., zero mean and unity standard 
deviation. This process is also called z-score normalization. 
Another type of normalization is min-max normalization. It 
subtracts the minimum value of the dataset and divides it by 
the difference in the maximum and minimum value of the 
dataset. Additionally, removing outliers, which are distinct 
from the remaining data points, is important because they can 
degrade the accurate training. 

B. Data Training and Prediction 
The machine or deep learning algorithm is used for data 

training and prediction. We describe several algorithms that are 
mainly used for throughput prediction in the literature. 

• Random Forest (RF): RF is one of the ensemble 
learning methods [7]. RF constructs a series of decision 
trees in the training process. In [8], Schmid et al. use RF 
with important features such as Reference Signal 
Receiving Power (RSRP), Reference Signal Received 
Quality (RSRQ), Reference Signal Strength Indicator 
(RSSI), and RTT. Khan et al. propose an RF model for 
real-time throughput prediction for two distinct datasets 
with different number of features [10].  

• Support Vector Regression (SVR): SVR is a version of 
a support vector machine (SVM) for regression [11]. It 
follows linear regression, where the output value has a 
linear relationship with the input value. Wei et al. [12] 
apply SVR to model the relationship between the future 
throughput and CQI. They test the model in different 
moving scenarios, such as static place, walking, and 
riding on a bus or train. They conclude that the SVR 
model with parameters of throughput and RSSI 
performs better than the single parameter SVR model, 
harmonic mean, stochastic model, and last sample. 

They also conclude that the SVR model decreases 
prediction error by a maximum of 26.47% in a static 
user scenario. Mirza et al. [15] develop and test an 
SVR-based model investigating the relationship 
between TCP throughput and path properties including 
available bandwidth (AB), queuing delay, and packet 
loss. They conclude that queuing delay and packet loss 
are both significant for accurate prediction, but AB 
rarely affects the model performance. 

• Long Short-Term Memory (LSTM): LSTM is an 
improved model of recurrent neural network (RNN). 
RNN is more suitable for handling sequential or time-
series data than other neural network models. B. Wei et 
al. [13] propose a method for throughput prediction 
with an RNN model from cellular data. They also 
evolve the model by replacing RNN with LSTM and 
thus enhance the performance [14]. They compare the 
prediction results with the arithmetic mean, harmonic 
mean, last sample, moving average, hidden Markov 
model (HMM), a hybrid model of autoregressive model 
and HMM, and stochastic model. They also add RSSI, 
Cell ID, time, and location as the input features of the 
LSTM model to identify the user movement pattern and 
vary the prediction length with 5, 20, 100, and 200 
seconds. The result says that LSTM can precisely 
estimate throughput than the baseline models. Schmid 
et al. [9] apply a two-layer bidirectional LSTM model 
with the input features of throughput, signal-to-
interference-plus-noise ratio (SINR), RTT, RSSI, and 
RSRQ. They compare the performance with SVR, RF, 
and feedforward neural network models. They discover 
that the LSTM model is robust to dynamic fluctuation 
and thus results in the best performance. 

We summarize which model is used in each literature in 
TABLE I. Please remind that other models may be used for 
comparison rather than RF, SVR, and LSTM. 

TABLE I.  A SUMMARY OF THE PREDICTION MODEL IN THE LITERATURE 

Ref. 
Prediction Model 

RF SVR LSTM / RNN 

[8] ○ ○  

[9] ○ ○ ○ 

[10] ○ ○  

[12]  ○  

[13]   ○ 

[14]   ○ 

[15]  ○  

 

C. Performance Metrics 
There are various metrics to evaluate the prediction 

accuracy of the model. However, these metrics are generally 
based on the size of the error, the difference between the 
estimated and the true value. In general, there exist a lot of 
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estimated values in one prediction set, so it is better to 
summarize each error into a single value. One common 
solution is averaging these errors: the mean absolute error 
(MAE), the root mean squared error (RMSE) is evaluated. For 
output value  and estimated value , they are defined as the 
following, 

  (1) 

  (2) 

The reason for using squared error is that it is easy to detect 
large errors. The other metrics denote error as a ratio or 
percentage, the mean absolute percentage error (MAPE), R2 
score. They are defined as the following, 

  (3) 

  (4) 

, where MSE is the mean squared error, the square of RMSE, 
and is the variance of y. 

Since MAE, RMSE, and MAPE compute the amount of 
error, these metrics should be small for higher accuracy. On the 
other hand, R2 score computes the accuracy, and a higher score 
implies the better performance of the model.  

In addition to these metrics, relative error is used for 
performance metrics. In [9], the mean relative error (MRE) and 
mean squared relative error (MSRE) are used in addition to 
MAE and MSE. MRE and MSRE are suitable for finding 
severe outliers in the prediction data. 

We summarize which metric is used in each literature in 
TABLE II. Please remind that other metrics such as CDF of 
error or normalized error may be used in some literature. 

TABLE II.  A SUMMARY OF PERFORMANCE METRICS IN THE LITERATURE 

Ref. 
Performance Metrics 

MAE MSE 
(RMSE) MRE MSRE 

(RMSRE) R2 

[8] ○  ○ ○  

[9] ○ ○ ○ ○  

[10] ○ ○   ○ 

[12]   ○ ○  

[13]  ○ ○   

[14]  ○ ○   

[15]   ○   
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