Freezing of Gait Detection Using Discrete Wavelet Transform and Hybrid Deep Learning Architecture
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Abstract—Freezing of gait (FoG) detection using wearable sensors plays an important role in both online and offline monitoring of Parkinson’s disease patients. In a FoG detector, feature extraction is commonly considered as a critical part for distilling the sensor signals before the FoG classification. Manually extracted features with domain knowledge are widely used in conventional machine learning methods while recent deep learning algorithms introduce the automatic feature learning approach. In this paper, we propose a FoG detection framework, in which hand-crafted features are used as input to a hybrid deep learning model for further feature learning and classification task. The hand-crafted features with time-frequency representation are extracted from the raw sensor signal by using a multi-level discrete wavelet transform (DWT). A hybrid deep learning architecture constructed from two algorithms: convolutional neural network (CNN) and bidirectional long short-term memory network is then deployed to extract deep features and classify FoG events. For performance comparison purposes, experiments on different input data types and machine learning methods are carried out on the Daphnet public dataset.
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I. INTRODUCTION

Freezing of gait (FoG) is a gait disorder that can suddenly happen in short episodes at Parkinson’s disease (PD) patients and causes the patients to be unable to move the feet forward in spite of their intention [1]. FoG can cause impaired balance control, thus give rise to the risk of falls and reduce the functional independence. In order to bring down the risk factors of FoG, various treatment methods have been studied, including both pharmacological and non-pharmacological. A common non-pharmacological strategy is using a rhythmic auditory stimulation system [2] or rhythmic auditory cues and visual cues [3] to help the patient return to a normal gait. In these systems, a context-aware wearable sensor-based FoG detector is deployed to online recognize the FoG events, and the stimulator will start providing a rhythmic ticking sound when a FoG event is detected [4]. In addition to online recognition of FoG, an off-line FoG detector also plays an important role in helping PD patients and clinicians quantitatively assess the PD associated signs [5].

With the significant contribution in the therapy and assistance to PD patients, there has been a growing interest in wearable sensor-based freezing of gait detection. With the observation that during FoG, due to the ‘misfiring oscillators’, the legs are forced to move too fast, Moore et al. [6] have used the frequency characteristics extracted from the vertical leg movement to help the detection of the FoG events. Authors in [4] use a hand-crafted method to extract a set of features from mobile sensor data in both time and frequency domains, then apply different machine learning algorithms (e.g., random forest, k-nearest neighbor) to detect FoG events from the extracted features. Similarly, El-Attar et al. [7] deploy discrete wavelet transform (DWT) for feature extraction and apply two machine learning techniques (i.e., support vector machine, artificial neural network) for freezing detection. Bächlin et al. [8] use the fast Fourier transform (FFT) to calculate the power spectral density (PSD) from sensor signals. An energy threshold and a freeze index threshold are then applied to the extracted PSD for FoG detection. These methods have gain reasonable performance but are highly dependent on human domain knowledge such as the freeze index and freeze threshold.

In recent years with the rising of deep learning algorithms, great effort has been devoted to the study of applying deep learning (DL) to FoG detection. One of the first studies that applied the deep learning method for detecting FoG is proposed in [9]. The authors implement an 1-D convolutional neural network (CNN) and train it on the spectral data representation of two adjacent signal windows. Zeng and Gao et al. [10] propose a continuous attention-based long short-term memory network (LSTM) to adaptively focus on essential parts of the signal, thus, help to improve the detection accuracy. Bikias et al. [11] propose a model called DeepFoG structured from a CNN to automatically extract important features and detect FoG from a wrist-worn inertial measurement unit (IMU).

In this paper, in order to leverage the advantages of the two approaches: hand-crafted feature extraction and deep learning-based feature extraction, we propose a hybrid deep learning model that is deployed on the time-frequency domain of the sensor signal. First, a multi-level discrete wavelet transform...
is applied to extract the time-frequency presentation from the raw signal. Then, a model constructed from two deep learning algorithms: convolutional neural network (CNN), bidirectional long short-term memory (BiLSTM) is used to further extract deep features automatically and perform the classification task.

The rest of the paper is organized as follows: Section II describes the multi-level discrete wavelet transform and structure of the hybrid deep learning network. Experiments on a public dataset and comparison results are shown in section III. Finally, section IV concludes the contribution of this paper and some notes for future work.

II. PROPOSED FOG DETECTION FRAMEWORK

The proposed framework consists of two main parts: 1) multi-level discrete wavelet transform (DWT), 2) hybrid deep learning model. Firstly, a time-frequency representation is extracted from the raw acceleration signal by using a multi-level wavelet decomposition. Secondly, the extracted representation is fed into a hybrid deep learning network which contains a CNN and BiLSTM. During the training process, the network will automatically learn spatial and temporal features from the time-frequency representation. The detailed architecture of our proposed FoG detection framework is shown in Fig. 1.

A. Multi-level Discrete Wavelet Transform

By analyzing the power spectrum of acceleration signal, it was found out that frequencies in the 3-8Hz band which appear due to the shank movement during FoG event do not commonly happen during volitional standing [6]. Moreover, the power of this frequency band during the FoG event which happens during walking, turning is higher than during rest. Thus, a time-frequency representation of the sensor signal can provide useful information for detecting FoG events.

The wavelet transform has been widely used in conventional signal processing to analyze the signal and provide a time-frequency localization [12]. Instead of dividing the signal into shorter windows of equal size and compute the transform separately on each individual window like the short-time Fourier transform (STFT), the wavelet transform uses a wavelet called mother wavelet, scales and shifts it throughout the signal to calculate the convolution of the wavelet and the input signal. Therefore, the wavelet transform provides a sharper time resolution for high frequency components than low frequency components. This multi-resolution characteristic of the wavelet transform can help to detect some patterns that are not visible in the raw signal.

In this paper, a 6-level discrete wavelet transform (DWT) with the Haar mother wavelet is used to extract the time-frequency representation. The mother wavelet function of the Haar wavelet can be described as

$$\psi(t) = \begin{cases} 
1 & 0 \leq t \leq \frac{1}{2}, \\
-1 & \frac{1}{2} \leq t < 1, \\
0 & \text{otherwise}, 
\end{cases} \quad (1)$$

The scale parameter of the DWT is set to integer powers of 2 \(i.e., 2^i, i = 1, 2, 3...\). Thus, the mother wavelet is scaled and shifted by power of 2 as

$$\psi_{i,k}(n) = \frac{1}{\sqrt{2^i}} \psi \left( \frac{n - 2^i k}{2^i} \right) \quad (2)$$

where \(i\) and \(k\) are the scale parameter and shift parameter, respectively and both are integers. The representation extracted from the 6-level wavelet decomposition is considered as a pseudo 2-D image and is input to the hybrid deep learning model.

B. CNN-BiLSTM Deep Neural Network

CNN and BiLSTM are powerful deep learning algorithms and are widely used in recent research such as computer vision and natural language processing. Being first proposed by LeCun et al. [13] for handwritten digit recognition task, CNN has gained tremendous attention since its strength in processing data which has the form of multiple arrays. By calculating the convolution between the feature map and the kernel, it can extract the local connection while reducing the number of learnable parameters. BiLSTM consists of two LSTM layers in the backward and forward directions, on the other hand, is usually applied to sequential data such as time series for exhibiting temporal dynamic behaviour in both past and future states.

In this paper, the output from the multi-level wavelet decomposition is considered as a 2-D array and is split into 4 smaller frames in the time direction. A CNN subnet is first applied to each individual frame for extracting spatial and local temporal features. The subnet also plays an important role in distilling the input data, thus help to increase the parallelization and speed up the processing time of the BiLSTM layer and the overall deep learning model. The detailed structure of this subnet is described in Fig. 2. The CNN contains multiples convolutional layers followed by a parametric rectified linear unit (PReLU) activation layer. Max pooling layers are used to reduce the size of the features maps while dropout layers are used as a regularization mechanism to avoid the overfitting problem.

The output of the CNN extracted from each frame is then flattened into an 1-D array and input to the BiLSTM layer for extracting global temporal features in both future and past time directions. The outputs from the forward and backward layers are then concatenated and input to a fully connected layer (dense layer). Finally, another fully connected layer with 2 hidden nodes and a softmax activation function is used for classifying FoG and non FoG events.

III. EXPERIMENTAL RESULTS

A. Daphnet - Freezing of Gait Dataset

The public Daphnet dataset [8] is a benchmark dataset for automatic detection of FoG events from patients with PD. The dataset was collected from ten PD patients with an age range from 59 to 75. Three accelerometer sensors were
attached to the patients’ shank, thigh and waist to measure 3-D acceleration. The data were acquired at a sampling rate of 64 Hz. Three labels were used to annotate the collected data: idle, normal activities with no freeze (e.g., standing, walking, turning) and freeze.

From the raw data, we remove the samples with idle notation and insufficient sensor data such as data samples at the end of subject 10. The clean data is split into fix-length windows with a size of 2s (128 samples), an overlap of 50% is applied on adjacent windows. Finally, we obtain 1,724 FoG windows (10.19%) and 15,199 non-FoG windows (89.81%).

B. Experiment settings

Baseline models: In order to make a comparison with the proposed model, we implement a set of models including conventional machine learning methods: $k$-Nearest Neighbors ($k$-NN), support vector machine (SVM), and deep learning networks: CNN, stacked LSTM and stacked BiLSTM. All the deep learning models that are considered in this study are implemented and trained from scratch using the TensorFlow framework. Other conventional machine learning methods are implemented using the Scikit-learn module.

Since sensor data in the FoG detection task highly differ from person to person, the dataset suffers from high intra-class variance. Therefore, to measure the flexibility of the model in coping with new users, we use a validation method called leave-one-subject-out (LOSO) in which for each running time, data of 9 subjects are used for training and data of the remained subject is used for validating the model. Finally, predicted values from all 10 running times are combined together to assess the model.

Three performance metrics are used in this study to evaluate the models which are classification accuracy, binary F1-score and weighted F1-score. Binary F1-score is used to report results for the class of FoG events, and can be defined as

$$F_{1-b} = \frac{2 \cdot \text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}$$

where $\text{Precision} = \frac{TP}{TP + FP}$ and $\text{Recall} = \frac{TP}{TP + FN}$, (TP, FP, FN are number of true positive, false positive and false negative prediction of the FoG class, respectively). Weighted F1-score is calculated as a weighted average of binary F1-score of all the classes

$$F_{1-w} = \frac{\sum_{i} C N_i \cdot \frac{2 \cdot \text{Precision}_i \cdot \text{Recall}_i}{\text{Precision}_i + \text{Recall}_i}}{\sum_{i} C N_i}$$

where for each class $i$, $N_i$ is the number of true instances and $C$ is the number of classes (in this paper, $C = 2$).

C. Results and Discussion

To analyze the efficiency of using discrete wavelet transform-based features in comparison with the raw sensor signal, an experiment is carried out by applying the proposed CNN-BiLSTM model on the two types of input data. The results of this experiment are shown in Table I. By focusing on the frequency characteristic of freezing of gait events, the time-frequency representation extracted from the multi-level wavelet decomposition outperforms the raw input signal in
This paper has presented a wearable sensor-based freezing of gait detection framework that consists of multi-level discrete wavelet transform and a hybrid CNN-BiLSTM deep learning model. In order to utilize the frequency characteristics of FoG events, the discrete wavelet transform is used to generate a time-frequency representation from the raw sensor signal. The CNN-BiLSTM model is, then, used to further learn abstract features automatically and classify FoG events. The experiment results suggest that leveraging both knowledge-based hand-crafted features and deep learning-based automatic learning features could be useful for recognizing the freezing of gait events. For further studies, testing in out-of-clinic environments and class imbalance problem will be need to take into account.
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