Channel Capacity for a Model of Packet Level Index Modulation in LPWA Networks
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Abstract—Packet level index modulation is a modulation scheme that can expand the transmission capacity without changing the existing LPWA (Low Power Wide Area) communication standard. In this paper, we calculate the theoretical capacity of the channel. In this modulation scheme, time is treated as a unit of slots and there are multiple channels that can transmit packets. To comply with the 10% duty cycle of LPWA specification, we assume that only 1 packet is transmitted per 10 slots. In general, it is possible to transmit $N$ packets in $10N$ slots. We calculate the capacity of the channel for this model.

I. INTRODUCTION

Low Power Wide Area (LPWA) is a low-power, wide-area wireless communication method, which is expected to be used in long range wireless sensor networks.[1]. In order to secure the wide area, the ultra high frequency (UHF) band such as 920MHz is used and the transmission band is narrowed to achieve low noise power. However, as a result of narrowing the transmission band, the throughput is limited and it is difficult to secure the bandwidth for expanding the throughput in the UHF band where there are many existing systems. In addition, as a result of securing a wide communication range, it is necessary to share the same frequency with many other systems. Therefore, in the 920MHz band, carrier sense, which is an access check before transmission, and transmission time limit are established.[2]. As a result, the utilization time of the frequency band is further shortened and the throughput is reduced. In recent years, the various kinds of sensing information are simultaneously gathered by wireless sensor networks [3], and thus the additional increment of throughput is required for LPWA.

On the other hand, the deregulation of LPWA is being studied to promote the spread of LPWA [2]. Since LPWA is a narrowband transmission, the definition of many channels and the relaxation of the transmission time limit for distributed use in multiple channels are being studied. However, the throughput improvement effect is limited due to the fixed transmission time limit.

Recently, index modulation, which transmits additional information by assigning an index of the transmitted information to the frequency and time of transmission, has attracted much attention [4]. The index modulation is based on orthogonal frequency-division multiplexing (OFDM), and the method of adding the index by switching the subcarrier wave not used for transmission [5] and the method of switching the transmission time and frequency according to the information have been studied [6]. However, both of these methods require changes in the communication system, and it takes time to introduce them due to changes in the standards. Therefore, Packet Level Index Modulation (PLIM) has been proposed, which switches the frequency and time timing of transmission per packet and assigns an index of information without changing the existing wireless communication system [7]. LPWA in the 920MHz band has a transmission time limit, but the timing of transmission is selective and can be used as an index. On the other hand, since LPWA is a narrowband transmission, many channels are defined and the selected transmission channel can be used as an index. Therefore, PLIM is suitable for LPWA and is expected to increase the throughput.

In PLIM, when packet loss occurs due to packet collision, demodulation of index information also becomes difficult. Therefore, it is useful to clarify the channel capacity through the LPWA with PLIM in order to establish a compensation method for packet loss. In addition, when the index is extended to a structure consisting of multiple packets, the index can be increased without increasing the amount of packets transmitted for a certain time interval. As a result, there is a possibility that the amount of information transmitted can be increased.

In this paper, we derive the channel capacity when the index modulation is formed by multiple packets, assuming PLIM. In reality, we consider a situation where multiple sensors transmit information, but in this paper, we focus on a single sensor. The channel capacity for an arbitrary number of packets is derived by an equation, and the channel capacity is clarified. From the numerical results, we confirmed the effect of the expansion of the channel capacity for the expansion of the number of connected packets.
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in general, 10 \( N \) slots are required to transmit \( N \) packets. The slots and channels used to transmit packets can be identified by the receiver, so information can be transmitted using these slots and channels. In this paper, based on such a model, we calculate the channel capacity when \( N \) packets are transmitted in 10\( N \) slots.

We assume that the channel used for transmission is a vanishing channel. We assume that the channel used for transmission is a vanishing channel, i.e., transmitted packets vanish with a constant vanishing probability \( \epsilon \). When a packet is lost, the receiver cannot detect the contents of the packet as well as the slot and channel used for transmission. In addition, each packet does not have the information of how many packets it is among \( N \) packets. In other words, a packet does not have an identifier.

Denote the packet length as \( L \). We call 10 slots a frame. The number of slots in a frame is denoted by \( T \) (\( T = 10 \)). The number of channels is denoted by \( K \). In the following sections, we derive the channel capacity by considering the input and output of the channel as random variables \( X \) and \( Y \), respectively. The logarithms in this paper all have a base of 2.

A. Channel model for 1 packet transmission in 1 frame

To prepare for this approach, in this section we check the capacity of the channel in the case of 1 frame and 1 packet. First, we check the number of code words. Since the packet length is \( L \), there are \( 2^L \) types of packets. In addition, we select 1 transmission slot from \( T \) slots, and then select 1 transmission channel from \( K \) channels. Therefore, there are \( KT \cdot 2^L \) code words. In other words, this is the number of values that \( X \) can take. As shown in the appendix, the capacity of the channel is achieved when these code words are used with equal probability.

Next, to determine the mutual information between \( X \) and \( Y \), we consider the reception state of the receiver. Under the condition that the transmitter sends one packet, the events observed at the receiver are

1) Send 1 packet and no disappearance
2) 1 packet sent but lost

is classified as . The probability of each occurrence is

1) \( 1 - \epsilon \)
2) \( \epsilon \)

The number of events observed at the receiver is If we count the number of events observed at the receiver in terms of channel, slot, and packet content, we get

1) \( R_{1,0} = K^1 \times \binom{T}{1} \times (2^L)^1 \) Pattern
2) \( R_{1,1} = K^0 \times \binom{T}{0} \times (2^L)^0 \) Pattern

(Fig. 2). The \( R_{1,0} \) is the same as the number of code words. The conditional entropy of the received word \( Y \) under the transmission of one of the \( R_{1,0} \) code words \( x \) is

\[
H(Y|X = x) = -(1 - \epsilon) \log(1 - \epsilon) - \epsilon \log \epsilon \quad (1)
\]

\[
= h(\epsilon) \quad (2)
\]

so it becomes

\[
H(Y|X) = \sum_x P_X(x) H(Y|X = x) \quad (3)
\]

\[
= h(\epsilon) \quad (4)
\]

where \( h(\epsilon) \) is the 2-valued entropy. However, \( h(\epsilon) \) represents the 2-valued entropy

\[
h(\epsilon) = -(1 - \epsilon) \log(1 - \epsilon) - \epsilon \log \epsilon \quad (5)
\]

The entropy of the received state is

\[
H(Y) = R_{1,0} \times \left( -\frac{1 - \epsilon}{R_{1,0}} \log \frac{1 - \epsilon}{R_{1,0}} - \epsilon \log \epsilon - h(\epsilon) \right) \quad (6)
\]

From the results in Appendix 1, the mutual information is maximized when the probability of occurrence of the transmission state is equal. Therefore, the frame-by-frame capacity \( C_{1,\epsilon} \) for this channel model is expressed by the mutual information when the transmission state has equal probability.

Therefore

\[
C_{1,\epsilon} = I(X;Y) \quad (7)
\]

\[
= H(Y) - H(Y|X) \quad (8)
\]

\[
= R_{1,0} \times \left( -\frac{1 - \epsilon}{R_{1,0}} \log \frac{1 - \epsilon}{R_{1,0}} - \epsilon \log \epsilon - h(\epsilon) \right) \quad (9)
\]

\[
= -(1 - \epsilon)(\log(1 - \epsilon) - \log R_{1,0}) - \epsilon \log \epsilon - h(\epsilon) \quad (10)
\]

\[
= (1 - \epsilon) \log(K \times T \times 2^L) \quad (11)
\]

This is the same as the well-known result for vanishing channels. This is the same as the well-known result for the vanishing channel. Therefore, the number of symbols that can be input to this channel is \( KT \times 2^L \). In other words, this is the number of values that \( X \) can take. Now, since the channel model is a simple vanishing channel model, the channel capacity \( C_{1,\epsilon} \) is given by the well-known result
so it becomes
\[ H(Y|X) = \sum_x P_X(x) H(Y|X = x) \]
\[ = 2h(\epsilon) \] (17)

There are \( R_{2,0} \) patterns in all. If we denote each pattern as \( R_{0,i}, i = 1, \cdots, R_{2,0}, \) then
\[ P_Y(r_{0,i}) = \sum_x P_x(x) W(r_{0,i}|x) \]
\[ = P_x(r_{2,i}) \times W(r_{0,i}|r_{0,i}) \]
\[ = \frac{(1 - \epsilon)^2}{R_{2,0}} \] (20)

If we denote each pattern of 1-packet vanishing events as \( r_{1,i}, i = 1, \cdots, R_{2,1} \) as well
\[ P_Y(r_{1,i}) = \sum_x P_x(x) W(r_{1,i}|x) \]
\[ = \frac{1}{R_{2,0}} (K(2T - 1)(2^L)) \times (1 - \epsilon)^2 \] (22)
\[ = \frac{(1 - \epsilon)^2}{K \times T \times 2^L} \] (23)

There is only one 2-packet vanishing event, which we denote by \( r_{2,1} \).
\[ P_Y(r_{2,1}) = \epsilon^2 \] (24)

Therefore, the The entropy of the received state is
\[ H(Y) = -\epsilon^2 \log \epsilon^2 + R_{2,1} \times \left( -\frac{(1 - \epsilon)^2}{K \times T \times 2^L} \right) \log \frac{(1 - \epsilon)^2}{R_{2,0}} \]
\[ + R_{2,0} \times \left( -\frac{(1 - \epsilon)^2}{K \times T \times 2^L} \right) \log \frac{(1 - \epsilon)^2}{R_{2,0}} \]
\[ = 2h(\epsilon) + 2(1 - \epsilon) \log(K \times T \times 2^L) + (1 - \epsilon)^2 \log(R_{2,0}) \] (25)

In this case too, the mutual information content is maximized when the code words are used with equal probability. From this, the channel capacity \( C_{2,\epsilon} \) per 2 frame is
\[ C_{2,\epsilon} = I(X;Y) \]
\[ = H(Y) - H(Y|X) \]
\[ = 2(1 - \epsilon) \log(K \times T \times 2^L) + (1 - \epsilon)^2 \log \left( K^2 \times \frac{2T}{2} \times (2^L)^2 \right) \] (29)

C. Channel model for sending \( N \) packets in \( N \) frames

The following theorem holds for the capacity of the channel for \( N \) frames and \( N \) packets, checking the number of code words, it is \( K^N \times \binom{N}{N} \times (2^L)^N \).

**Theorem 1:**
\[ C_{N,\epsilon} = \log \left( K^N \binom{NT}{N} (2^L)^N \right) - \sum_{j=0}^{N} \binom{N}{N-j} \epsilon^j (1 - \epsilon)^{N-j} \log \left( K^j \binom{NT-(N-j)}{j} (2^L)^j \right) \] (30)
Proof: When N packets are sent, the events observed at the receiver are \( i = 1, 2, 3, \ldots, N \), then

(i) \( N \) packets are sent and \( i \) are lost.

The probability of occurrence of each is

\( \ell \) \( (1 - \varepsilon)^{N-\ell} \varepsilon^\ell \)

If the type of event observed at the receiver is \( l = 0, 1, 2, \ldots \), taking into account the channel, slot, and packet content \( N \), we have

(i) \( R_{N:t} = K^{N-l} \times \left( \frac{K^{N-j}}{N-j} \right) \times (2^L)^{N-l} \) Pattern

As before, \( R_{N,0} \) is the same as the number of code words. Find the conditional entropy of the received word \( Y \) under which one of the \( R_{N,0} \) code words \( x \) has been sent. We have

\[
H(Y|X = x) = -\sum_{k=0}^N \binom{N}{k} \varepsilon^{N-k} (1 - \varepsilon)^k \log \varepsilon^{N-k} (1 - \varepsilon)^k
\]

\[
- \binom{N}{1} \varepsilon^{N-1} (1 - \varepsilon)^1 \log \varepsilon^{N-1} (1 - \varepsilon)^1
\]

\[
\ldots \ldots \binom{N}{N} \varepsilon^0 (1 - \varepsilon)^N \log \varepsilon^0 (1 - \varepsilon)^N
\]

\[
= - \sum_{k=0}^N \binom{N}{k} \varepsilon^{N-k} (1 - \varepsilon)^k \log \varepsilon^{N-k} (1 - \varepsilon)^k
\]

Therefore

\[
H(Y|X) = \sum_x P_X(x) H(Y|X = x)
\]

\[
= - \sum_{k=0}^N \binom{N}{k} \varepsilon^{N-k} (1 - \varepsilon)^k \log \varepsilon^{N-k} (1 - \varepsilon)^k
\]

If we denote each pattern as \( R_{n,i} \), \( i = 1, \ldots, R_{N,n} \), the probability of occurrence of each reception state is

\[
P_Y(r_{n,i}) = - \sum_x P_x W(r_{n,i}|x)
\]

\[
= \frac{1}{R_{N,0}} \times \left( \frac{K^n}{N} \right)^{N-j} (2^L)^j
\]

\[
\times \varepsilon^n (1 - \varepsilon)^{N-n}
\]

Therefore, the entropy of the received state is

\[
H(Y) = - \sum_{j=0}^N P_Y(r_{j,i}) \log P_Y(r_{j,i})
\]

\[
= - \sum_{j=0}^N \sum_{i=1}^N \frac{1}{R_{N,0}} \left( \frac{K^n}{N} \right)^{N-j} (2^L)^j \varepsilon^{N-j} (1 - \varepsilon)^j
\]

\[
\times \log \left( \frac{1}{R_{N,0}} \left( \frac{K^n}{N} \right)^{N-j} (2^L)^j \varepsilon^{N-j} (1 - \varepsilon)^j \right)
\]

\[
= - \frac{N}{R_{N,0}} \sum_{j=0}^N \binom{N}{j} \varepsilon^{N-j} (1 - \varepsilon)^j
\]

\[
\times \log \left( \frac{1}{R_{N,0}} \left( \frac{K^n}{N} \right)^{N-j} (2^L)^j \varepsilon^{N-j} (1 - \varepsilon)^j \right)
\]

From the above, the channel capacity \( C_{N,\varepsilon} \) in units of \( N \) frames is

\[
C_{N,\varepsilon} = I(X;Y)
\]

\[
= H(Y) - H(Y|X)
\]

\[
= \log \left( \frac{K^n}{N} \right)^{NT} (2^L)^T
\]

\[
- \sum_{j=0}^N \binom{N}{j} \varepsilon^{N-j} \log \left( KI^{(N-j)} (2^L)^j \right)
\]

III. LIMITS OF CHANNEL CAPACITY

Intuitively, a unit of many frames is expected to increase the channel capacity due to the greater freedom in choosing slots to transmit packets.

Therefore, we show the extreme values of the channel capacity.

A. Limit for \( \varepsilon = 0 \).

Assuming the loss probability is zero, the following theorem holds in the limit of the per-frame channel capacity when the number of frames \( N \) is increased.

**Theorem 2:**

\[
\lim_{N \to \infty} \frac{1}{N} C_{N,0}
\]

\[
= \log K (2^L) + T \log T - (T - 1) \log(T - 1)
\]

**Proof:**
In general, the channel capacity per frame is

\[
\frac{1}{N} C_{N,0} = \frac{1}{N} \log \left( \frac{N^T}{N} \right) K^N (2L)^N \quad (45)
\]

\[
= \log K(2^L) + \frac{1}{N} \log \frac{N^T!}{N!(N^T-N)!} \quad (46)
\]

\[
= \log K(2^L) + \frac{1}{N} \log NT! - \frac{1}{N} \log N! - \frac{1}{N} \log (N^T-N)! \quad (47)
\]

where the factorial can be approximated by Stirling’s formula\(^1\)

\[
\frac{1}{N} \times C_{N,0} \approx \log K(2^L) + \frac{1}{N} \log \sqrt{2\pi N} \left( \frac{N^Te}{N} \right)^{N^T - N} \quad (48)
\]

\[
= \log K(2^L) + T \log T - (T-1) \log(T-1) + \frac{1}{N} \left( \log \sqrt{2\pi N} - \log \sqrt{2\pi N} - \log \sqrt{2\pi(N^T-N)} \right) \quad (49)
\]

In the above equation, the term for \( N \) is

\[
\lim_{N \to \infty} \frac{1}{N} \left( \log \sqrt{2\pi N} - \log \sqrt{2\pi N} - \log \sqrt{2\pi(N^T-N)} \right) = 0 \quad (50)
\]

Therefore, when the loss probability is 0 and the unit is [bit/frame], the limit of the channel capacity is,

\[
\lim_{N \to \infty} \frac{1}{N} C_{N,0} = \log K(2^L) + T \log T - (T-1) \log(T-1) \quad (51)
\]
figure, it can be seen that the capacity of the channel increases as the number of frames increases. We can see that the capacity of the channel increases as the number of frames increases, because the number of frames increases the degree of freedom in choosing slots. This graph is considered to be the result of the increase in the capacity of the channel. However, the amount of increase after 10 frames is relatively small, so it is desirable to use the number of frames up to that point.

Next, we consider the amount of increase in the capacity of the channel per time as the packet length changes. Figure 7 shows the amount of increase in the capacity of the channel when viewed in [bit/sec]. The same change is observed when the number of bits is increased, and it is found that the increase is larger for smaller packets. This can be attributed to the fact that the number of time slots per frame increased due to the shorter transmission time caused by the smaller packet length. The increase in the number of time slots increases the indexing effect, which also affects the capacity of the channel. Therefore, it is considered to be more efficient to transmit 10[bit] in 4 times than to transmit 40[bit] at a time.

V. Summary

In this study, the capacity of the channel is derived by considering the channel model of packet level index modulation. The limit of the channel capacity is also derived by setting the number of frames to infinity, since the channel capacity increases with the number of frames. In this study, we considered only the case where packets are always sent and the case where there is only one sensor, so the case where packets are not sent and the case where there are multiple sensors are not considered. In the future, we would like to model and derive the channel capacity based on this fact.
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APPENDIX 1

The probability of occurrence of a transmission state when maximizing the mutual information is investigated using the Lagrange’s undecided multiplier method. In this paper, we consider the case of one packet transmission in one frame, but the same idea can be used for two packets in two frames, so that we can solve the problem for N packets in N frames as well.

Maximization by Lagrange’s undecided multiplier method

Let the objective function be

\[ I(X;Y) \]

As, the condition

\[ \sum_x P_x(x) = 1 \]

The above is the objective function and the Lagrange’s undecided multiplier method is used as the condition. Let R be the total pattern of transmission states.

\[ \phi \simeq I(X;Y) + \lambda \sum_x P_x(x) - 1 \]

\[ = \sum_{x,y} P_x(x)W(y|x)\log Y(x|y) + \sum_x P_x(x) - 1 \]

\[ = \sum_{x=1}^R P_x(x) \left( 1 - e \right) \log \frac{1 - e}{P_x(x)(1 - e)} + e \log \frac{e}{e} + \lambda \sum_x P_x(x) - 1 \]

\[ = \lambda \sum_x P_x(x) - \lambda \]

\[ \frac{\partial \phi}{\partial P_x(x)} = (1 - e) \log \frac{1}{P_x(x)} - P_x(x)(1 - e) \log \frac{1}{P_x(x)} + \lambda \]

\[ = 0 \]

\[ \log \frac{1}{P_x(x)} = 1 - \frac{1}{1 - e} \]

\[ P_x(x) = \frac{\lambda}{e^{1 - e} - 1} \]

The maximum probability of occurrence of the transmission state is calculated by substituting the condition.

\[ \sum_x e^{1 - e} - 1 = 1 \]

\[ R \times e^{1 - e} - 1 = 1 \]

\[ e^{1 - e} - 1 = \frac{1}{R} \]

\[ P_x(x) = \frac{1}{R} \]