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Abstract—This paper proposes a faulty node detection scheme
in the hydroponics system. A wireless sensor system of seedling
hydroponic has to considered distance-dependent bandwidth,
poor quality of the links, and propagation delay. In the proposed
scheme, the main control sensor node can diagnosis which
sensor node are error frequently occurs. Simulation results show
that the proposed method can improve the performance of the
faulty detection reliability and miss-detection rate for real-time
hydroponics wireless sensor systems.

Index Terms—Greenhouse, Hydroponics, Faulty Node Detec-
tion, Faulty Weighting Factors, BCH.

I. INTRODUCTION

The robustness of wireless communication systems has been
investigated for smart-farm application [1]. Especially, the
design of underwater networks of hydroponics system, which
is significantly affected by the limited and distance-dependent
bandwidth, poor quality of the links, and propagation delay
(low speed of sound), which differentiate underwater commu-
nication from terrestrial wireless networks.

The recent research trend is focused on improving the
performance of real-time communication for the aquaponics
system, with the desired outcome being communication per-
formance. Many studies also have been conducted to develop
networking solutions for underwater sensor networks, includ-
ing acoustic channel modeling and physical layer transmission
analysis as well as networking protocols [2].

This paper investigates the possibility more reliable faulty
node detection scheme in distributed systems with the use of
the Markov chain. The Markov-chain model is suitable for
distributed systems, which depend on probability computation
for solving recent network problems such as throughput,
redundancy, and packet retransmission [3].

In this paper, the Markov chain is applied in decision judg-
ment where the probability between Normal and Standby-
state is calculated based on independence in master and
slave nodes. The master and each slave node compare the
single BCH codes to detect the faulty node. One fundamental
scheme is associated with reliability performance through the
Markov chain computation, which depends on the probability.
Therefore, the main contribution is to enhance the reliable
decision of faulty node detections in the decoding process.

Fig. 1: The Basic Concept of the Hydroponics Seedling
Cultivation with Wireless Sensor Network System.

II. PROPOSED SCHEME

A. Initialization Step

To compute the discrete-time Markov chain, we assume that
P is the transition probability matrix, as defined by equation
[1].

P =

(
pII pIJ
pJI pJJ

)
(1)

where I and J are different elements.
We consider the set S for three states through the Markov

chain model. In this paper, we assume that S = {1, 2, 3},
where the first state denotes the Normal-state, the second
state denotes the Standby-state and the third state denotes
the Fault-state of this system.

First, we consider the recurrence state. In this state, the I
state satisfies this condition : I ⊆ S, which can denotes the
recurrent state when the transition direction is the same, i.e.
PII , PJJ or PKK . Next, we denote RI , as the expected value
associated with the probability PI . We also denote τI as the
return time to state I .

τI = P {A|X0 = I} , EI =

∞∑
n=0

Ii, (2)

B. Transition Step

When we computing the k-step Markov chain model, the
recurrent state matrix depends on the following two probabili-
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ties: the stationary probability Ps and the threshold Probability
Pt.

Using these parameters, equation [2], we can define the
equation [3]. for the recurrent state matrix,

PII = REIPTansient

=

∞∑
k=1

kP k−1
t (1− pt)(τiPspt).

(3)

where, PTansient is the probability of recurrence at equal-
state.

We define the transition probability from state I to state
J as PIJ . We assume that the system uses the discrete time
Markov chain model with general finite state space S, that is
restricted to recurrent state. Before describing how to calculate
the PIJ , we define several parameters. First, we denote αk

as the initial condition state matrix. Normally, pg and pb are
included in αk, i.e. (pg, pb). Next, we define the Sn as the
stationary distribution for the original Markov chain model
using equation [4]. We can combine Sn and Ps to makes k-
step Markov chain model computation using equation [4].

Sn =




ag

n−1∏
i=1

P i if algorithm is Normal-state

ab

n−1∏
i=1

P i if algorithm is Standby-state,

(4)

PIJ = αkmkP
c
Tansient

=

m∏
j=1

αj
k

n∑
i=1

SiPsptPI−1J−1,
(5)

where, P c
Tansient is probability of recurrence at different-

state.
We can obtain the transition probability through the Markov

chain computation mk and αk together using equation [5].

III. PROPOSED ALGORITHM

A. Normal-State Mechanism

The basic idea of a Normal-state algorithm, which is
that if the interval for computing the distance between two
errors is less than a threshold, then the node state should
be recalculated. If the error sequence from a certain node is
not found at tn, and the next error occurred at tn+1 where
tn+1 - tn is less than threshold time, then the node state
will be changed based on the Markov chain. If the Normal-
state should be changed from Normal to Standby-state. A
similar approach is also used for decoding when a Standby-
state should be changed to a Fault-state, in which case, the
node is confirmed as a faulty node.

Initially, all of the nodes are in the Normal-state. For
examining of each slave node, the system used the state-matrix
: αg = (a, b), where a is the Normal-state probability pg and
b is Fault-state probability pb.

The system observes the time interval between two errors,
tio, to check if it is within the maximum threshold probability,
titg. If tio is smaller than titg , the master node recognizes that
the system may have a faulty node problem in real-time. Based
on this consideration, the system processes the Markov-chain
computation through equation [6].

The initial state of the Markov-matrix is denoted as B, and
consist of the elements of pgg , pgb, pbg and pbb. pgg indicates
the probability computation between I-state to Normal-state.
pgb indicates the probability computation between each Fault-
state. pgg indicates the reverse computation of pgb and pbb
indicates the reverse computation of pgg , pgb, pbg and pbb are
0.7, 0.3, 0.2 and 0.8, respectively.

After computing the Markov model, the system checks the
following condition. If the element of the state matrix A12

is greater than the probability limit for Fault-state, ptb, the
system moves to the Standby-state. Equation [8] describes
the transition from Normal to Standby-state,

Pgb =

m∏
j=1

αj
g

n∑
i=1

SiPsptP01. (6)

where ptb > ptb.
On the other hand, if tio is less than titg , the system

normalizes the state-matrix. During normalization, A11 adds
the 0.1 value and A12 subtracts the 0.1 value. It can is
computed using equation [7],

Pgg =

∞∑
k=1

kP k−1
t (1− pt)(τiPspt). (7)

where t is the observation time and n is the total operation
time in Normal-state algorithm.

B. Standby-State mechanism
After examining the state of the slave nodes if the elements

of the state-matrix A21 is greater than the probability limit
value for the Fault-state, ptb, then the master node processes
the Standby-state algorithm. In this case, all of the nodes
are assumed to be initially in the Fault-state. For examining
each slave node, the system makes the revised state matrix:
αw = (C11, C12) where C11 is the pb and C12 is pg , which
is reversal of the original matrix, A. The master node checks
the state of each slave node by using the reverse-state-matrix,
αb.

During the process, the system detects the fault state in real-
time. If the interval time between two errors occurs inside the
time limit, the state matrix will be normalized by incrementing
the Fault-state. On the contrary, if no errors occur inside the
time limit, then the Markov chain operation is applied to the
state matrix as described by equation [8].

Pw =




Pwb =

m∏
j=1

αj
w

n∑
i=1

SiPsptPgw if et < em,

mk = Ps

n∑
i=1

Si if et ≥ em.

(8)
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Fig. 2: Performance of Correlation between Detection Accu-
racy and the Total Number of Faulty Nodes.

where k is the Markov chain computation.
After computing the state matrix, the system checks the

value of the current state matrix. If the element of the state
matrix C12 is greater than the probability limit for the Normal-
state, ptg, the flow algorithm goes to the Normal-state.
Otherwise, the state retrain its Standby-state in real-time.
equation [9] describes the following step.

Pw =




Pwg =

m∏
j=1

αj
w

n∑
i=1

SiPsptPgo if pg > ptg ,

Pww =

∞∑
k=1

kP k−1
t (1− pt)(τiPspt) if pg ≤ ptg .

(9)
where t is the observation time and l is the total operation
time in the Normal-state algorithm.

IV. SIMULATION

Figure 2 shows the correlation between the detection accu-
racy and the total number of faulty nodes. The x-axis shows the
number of faulty nodes inside the system, from 1 to 12 faulty
nodes. The system is embedded with the proposed method.
Three different levels of channel noise are then introduced
into the system: low, medium, and high.

Similar results were obtained even when the total number
of faulty nodes is increased to 12. Furthermore, the detection
accuracy between 1 and 12 faulty nodes is similar even when
the channel noise is quite high. The effect of the channel noise
is stronger than that of the false signal caused by the number
of faulty nodes. Therefore, the performance of the faulty node
detection is nearly the same in an environment with a higher
channel noise.

Tri, SLR [4], BCH insertion scheme with Interval Weighting
Factor (BCHIWF) [5], DA-J48 [6], and the proposed method
(Markov Chain). In this simulation, one node is set with faulty
behavior with a star topology. Each method will try 1000 times
to detect the faulty node. Figure 3 shows that the proposed
method (Markov Chain) and DFD-M achieve almost 100%
with two and three faulty nodes. Afterward, the proposed
method is slightly superior to DFDM. Although BCH-IWF
achieves 100% with one faulty node, when there are three
and five faulty nodes, it is sharply declined. BCH-IWF even
has the lowest accuracy with six faulty nodes.

Fig. 3: Performance Comparison of Detection Accuracy Rate.

The detection accuracy using FLR-Tri is 95.1% and only
91.3% in SLR with six faulty nodes. Moreover, DAJ48 has
the lowest average. Figure 3 proves that the proposed method
is superior to any recently investigated algorithms.

V. CONCLUSION

In this paper, the proposed scheme enhances the master
node’s capability to accurately predict the interval in which
an error frequently occurs based on a Markov Chain model.
This scheme improved the performance regarding the detection
reliability and detection accuracy rate.

In future work, we will research the enhancement method
of the real-time performance of a networked hydroponics sys-
tem communicated with a continuously controlled agriculture
automotive robot.
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